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ABSTRACT
We present a structural and morphological catalogue for 45 million objects selected from
the first year data of the Dark Energy Survey (DES). Single Sérsic fits and non-parametric
measurements are produced for g, r and i filters. The parameters from the best-fitting Sérsic
model (total magnitude, half-light radius, Sérsic index, axis ratio and position angle) are mea-
sured with Galfit; the non-parametric coefficients (concentration, asymmetry, clumpiness,
Gini, M20) are provided using the Zurich Estimator of Structural Types (ZEST+). To study
the statistical uncertainties, we consider a sample of state-of-the-art image simulations with
a realistic distribution in the input parameter space and then process and analyse them as we
do with real data: this enables us to quantify the observational biases due to PSF blurring and
magnitude effects and correct the measurements as a function of magnitude, galaxy size, Sérsic
index (concentration for the analysis of the non-parametric measurements) and ellipticity. We
present the largest structural catalogue to date: we find that accurate and complete measure-
ments for all the structural parameters are typically obtained for galaxies with SExtractor
MAG_AUTO_I ≤ 21. Indeed, the parameters in the filters i and r can be overall well recovered up
to MAG_AUTO ≤ 21.5, corresponding to a fitting completeness of ∼ 90% below this threshold,
for a total of 25 million galaxies. The combination of parametric and non-parametric structural
measurements makes this catalogue an important instrument to explore and understand how
galaxies form and evolve. The catalogue described in this paper will be publicly released
alongside the Dark Energy Survey collaboration Y1 cosmology data products.

Key words: galaxy evolution, galaxy morphology, galaxy structure

1 INTRODUCTION1

Any explanation of the formation and evolution of galaxies must2

necessarily include a description of the diverse forms that galaxies3

take. The morphology of the luminous components of a galaxy,4

including its classification or decomposition into a bulge and disk5

(e.g., Kormendy 1977; de Jong 1996) or identification of features6

such as bars, rings or lenses (e.g., Kormendy 1979; Combes &7

Sanders 1981; Elmegreen et al. 1996), are a result of its aggregated8

formation history. Assigning meaningful morphological types or9

quantifying the distribution of light across the extent of a population10

of galaxies, is therefore of fundamental importance in understanding11

the processes that govern their evolution.12

A quantitative description of galaxy morphology is typically13

expressed in terms of structural parameters (brightness, size, shape)14

and properties of the light distribution (concentration, asymmetry15

and clumpiness), though human classifications are still used. The16

development of citizen science projects like Galaxy Zoo (Lintott17

et al. 2008; Simmons et al. 2017; Willett et al. 2017) and sophisti-18

cated machine learning algorithms (Lahav et al. 1995; Lahav 1995;19

Huertas-Company et al. 2008, 2015; Banerji et al. 2010; Diele-20

man et al. 2015) have helped to maintain the relevance of these21

perception-based morphologies in the current literature. Neverthe-22

less, most recent work on the subject of galaxy morphologies rely23

on either parametric or non-parametric approaches to quantify the24

galaxy’s light distribution.25

Parametric methods consist of a two-dimensional fitting of26

the flux intensity of the galaxy, including parametric mathematical27

models of the light fall-off and deconvolution of the point spread28

function (PSF) from the observed galaxy image. The most general29

assumed function for this purpose is the Sérsic profile (Sérsic 1963).30

The second class performs an analysis of the light distributionwithin31

a certain elliptical area, usually defined through the Petrosian radius32

associated to the galaxy. Common estimates are of the degree to33

? federica.tarsitano@phys.ethz.ch

which the light is concentrated, quantifying the asymmetry of the34

light distribution and searching for clumpy regions: this method35

is called CAS system (Concentration, Asymmetry and Smoothness36

or Clumpiness) and can be extended with further parameters, Gini37

and M20 (Conselice 2003; Abraham et al. 2003; Lotz et al. 2004;38

Law et al. 2007). These parameters together can describe the major39

features of galaxy structure without resorting to model assumptions40

about the galaxy’s underlying form, as is donewith the Sérsic profile.41

However, they are determined without a PSF deconvolution and42

need an additional calibration.43

Even alone, distributions of morphological quantities repre-44

sent powerful constraints on possible galaxy formation scenarios.45

But combined with other physical quantities, they can provide key46

insights into the processes at play, supporting or even opening new47

ideas on evolutionary mechanisms (Kauffmann et al. 2004; Wein-48

mann et al. 2006; Schawinski et al. 2007; van der Wel 2008a,b;49

Bamford et al. 2009; Schawinski et al. 2014). For instance, the re-50

lationship between the masses, luminosities and sizes of massive51

disks and spheroids suggests dissipative formation processes within52

hierarchical dark matter assembly (White & Rees 1978; Fall & Efs-53

tathiou 1980) or the occurrence of galaxy-galaxy mergers (Toomre54

&Toomre 1972; Toomre 1977; Barnes 1988; Naab &Burkert 2003;55

Conselice 2003; Lin et al. 2004; Conselice 2008; Conselice et al.56

2008; Jogee 2009; Jogee et al. 2009). Similarly, bulges, disks and57

bars may be formed by secular evolution processes (Kormendy58

1979; Kormendy & Kennicutt 2004; Bournaud et al. 2007; Genzel59

et al. 2008; Fisher & Drory 2008; Sellwood 2014) or by the inter-60

play between smooth and clumpy cold streams and disk instabilities61

(Dekel et al. 2009a,b). In this sense bulges may be formed without62

major galaxy mergers, as is often thought.63

Of particular interest in recent years, have been the questions64

over the degree to which galaxy environment impacts upon mor-65

phology (e.g. Dressler 1980; Postman et al. 2005; Lani et al. 2013;66

Kuutma et al. 2017), and the connection between morphology and67

cessation of star formation in galaxies (e.g. Blanton et al. 2003;Mar-68

tig et al. 2009; Bell et al. 2012; Woo et al. 2015). Faced with often69
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A catalogue of Structural And Morphological Measurements for DES Y1 3

subtle correlations or hidden variables within strong correlations,70

these questions demand far greater statistical power and measure-71

ment precision than had been possible from the available data sets72

in the preceding decades. These demands require efficient pipelines73

to automate and streamline the analysis of large astronomical data74

sets. GALAPAGOS (Gray et al. 2009; Häußler et al. 2011; Barden75

et al. 2012) is perhaps the most widely used of such pipelines. It76

offers a routine to simplify the process of source detection, to cut77

postage stamps, prepare masks for neighbours if needed and esti-78

mate a robust sky background and has been used at both low redshift79

in the GEMS survey (Häussler et al. 2007), and at higher redshift80

on the CANDELS (van der Wel et al. 2012) data.81

At low redshift the state-of-the-art to date are the catalogues82

constructed from SloanDigital Sky Survey (SDSS, York et al. 2000)83

data, in particular the bulge+disk catalogue of Simard et al. (2011)84

numbering almost 1million galaxies. Such statistical power has been85

lacking at higher redshifts, but the advent of large-scale cosmology86

experiments optimised for weak lensing analyses, such as the Dark87

Energy Survey (DES) and Hyper Suprime-Cam (HSC) (Miyazaki88

et al. 2012), provide a great opportunity to fill in much of this gap.89

DES is the largest galaxy survey to date, with a narrower PSF and90

images typically two magnitudes deeper than the SDSS.91

In order to create as complete a set of structural measurements92

for DES as possible we adopt both parametric and non-parametric93

approaches, using the software Galfit (Peng et al. 2002, 2010) for94

parametric Sérsic fitting and ZEST+ for a non-parametric analysis95

of the structural properties of our galaxy sample. The first provides96

us with the measurements of the magnitude, effective radius, Sérsic97

Index, axis ratio and orientation angle of the galaxy; the second one98

outputs an extended set of parameters, completing the CAS system99

with Gini and M20, plus the values of magnitude, half light radius100

and ellipticity, measured within the galaxy Petrosian ellipse.101

The scale of the DES data set requires a new dedicated pipeline102

in order to handle the DES data structure, optimise run-time per-103

formance, automate the process of identifying and handling neigh-104

bouring sources and prepare tailored postage stamps for input to the105

two software packages. The resulting dataset is by far the largest106

catalogue of structural parameters measured to date, numbering 45107

million galaxies, which exceeds previous catalogues by more than108

an order ofmagnitude in size, and reaches redshift, z ∼ 1. It includes109

parametric and non-parametric measurements in three photometric110

bands, intended to be used in concert and to provide a comprehen-111

sive view of the galaxies’ morphologies. In this sense, our DES Y1112

catalogue constitutes a significant step in our capabilities to study113

the nature of galaxy morphology in the Universe.114

This paper is structured as follows: in Section 2 we give an115

overview of the Dark Energy Survey, describing the data and the116

image simulation data we used for this work. In Section 3 we focus117

on the details of our sample selection and pre-fitting routine, pre-118

senting the algorithms developed to prepare and process the data.119

Sections 4 and 5 are dedicated to the parametric and non-parametric120

fits, respectively. In each of these two sections, we present a detailed121

description of the fitting software used for this work, discuss the122

completeness and validation of the fitted sample from each method,123

provide an overview of the characteristics of the catalogue and per-124

form a calibration of the output quantities with image simulations.125

The calibration for the i band are shown in those sections; Ap-126

pendix A includes the calibration maps also for the g and r filters.127

Section 5 also introduces a set of basic cuts as a starting point in128

building a science-ready sample. Finally in Section 7 we summarise129

our work. A manual explaining the catalogue columns is presented130

in Appendix B.131

2 DATA132

2.1 The Dark Energy Survey133

TheDark Energy Survey (DES) (DESCollaboration 2005; TheDES134

Collaboration 2016) is a wide-field optical imaging survey covering135

5000 deg2 of the southern equatorial hemisphere in grizY bands1.136

Survey observations began in August 2013 and over five years it137

will provide images of 300 million of galaxies up to redshift ∼ 1.4138

(Diehl et al. 2014). The survey is designed to have a combination139

of area, depth and image quality optimized for cosmology, and140

in particular the measurement of weak gravitational lensing shear.141

However, its rich data set is well-suited to many areas of astronomy,142

including galaxy evolution, Milky Way and Local Group science,143

stellar populations and Solar System science (Abbott et al. 2016).144

DES uses the Dark Energy Camera (DECam), a mosaic imager with145

a 2.2◦ diameter field of view and a pixel scale of 0.263′′ per pixel146

mounted at the prime focus of the Victor M. Blanco 4m Telescope147

at Cerro Tololo Inter-American Observatory. During the requested148

525 observing nights it is expected to reach photometric limits of149

g = 24.6, r = 24.4, i = 23.7, z = 22.7 and Y = 21.5 (10σ limits in150

1.5′′ apertures assuming 0.9′′ seeing) following ten single-epoch151

exposures of 90 seconds each for griz and 45 seconds each for Y152

(Flaugher 2005).153

The DES data are processed, calibrated and archived through154

the DES Data Management (DESDM) system (Drlica-Wagner et al.155

2017; Morganson et al. 2018), consisting of an image processing156

pipeline which performs image de-trending, astrometric calibra-157

tion, photometric calibration, image co-addition and SExtractor158

(Bertin & Arnouts 1996) catalogue creation. The DESDM imaging159

co-addition combines overlapping single-epoch images in a given160

filter, which are then remapped to artificial tiles in the sky so that161

one co-add image per band is produced for every tile. These tiles162

are padded to ensure that each object is entirely contained in at163

least one tile, but also results in a small fraction of duplicate objects164

found in different tiles which are removed at a later stage. In order165

to account for PSF variations caused by object location in the166

focal plane and the combination of images with different seeing,167

the catalogue creation process uses PSFEx (Bertin 2011, 2013) to168

model the PSF. PSFex produces a basis set of model components169

that are combined via linear combination into a location-dependent170

PSF. The final step combines the photometry of each co-add object171

into a single entry in multi-wavelength SExtractor catalogues.172

For more details about the DESDM co-addition and PSF modelling173

we refer the reader to Sevilla et al. 2011, Desai et al. 2012 and174

Mohr et al. 2012.175

176

In this work we use the DES Y1A1 COADD OBJECTS data re-177

lease, comprising 139,142,161 unique objects spread over about178

1800 deg2 in 3707 co-add tiles, constructed from the first year of179

DES survey operations. The tiles are combinations of 1-5 exposures180

in each of the grizY filters and the average coverage depth at each181

point in the retained footprint is ∼ 3.5 exposures. We consider 3690182

tiles in total: the catalogue for the remaining tiles, located in the183

30 deg2 of cadenced supernovae fields, will be presented in future184

work. The data include all the products of the DESDM pipeline and185

imaging co-addition (the co-add tiles and their respective segmen-186

tation maps, the PSF models and the SExtractor catalogues), plus187

the Y1A1 GOLD catalogue (Drlica-Wagner et al. 2017). In the Y1A1188

GOLD catalogue, the data collected in DES year-one have been char-189

1 http://www.darkenergysurvey.org
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acterised and calibrated in order to form a sample which minimises190

the occurrence of artefacts and systematic features in the images. It191

further provides value-added quantities such as the star-galaxy clas-192

sifier MODEST and photo-z estimates. GOLDmagnitudes are corrected193

for interstellar extinction using stellar locus regression (SLR) (High194

et al. 2009). We combine the SExtractor DESDM catalogues195

with the Y1A1 GOLD catalogue to make the sample selection, as196

described in section 3.1, and we also benefit from the application197

of the MODEST classifier during the analysis of the completeness of198

our fitting results, reported in more detail in section 4.2.199

2.2 Image simulation data200

In fitting galaxy light profiles, faint magnitude regimes are well201

known to present larger systematic errors in the recovered galaxy202

sizes, fluxes and ellipticities (Bernstein et al. 2002; Häussler et al.203

2007; Melchior & Viola 2012). A larger FWHM of the PSF can204

also introduce increased uncertainties and systematic errors during205

morphological estimation. In order to overcome these issues we use206

sophisticated image simulations to derive multi-parameter vectors207

that quantify any biases arising from our analyses, data quality or208

modelling assumptions. The simulations we use for this purpose are209

produced by the Ultra Fast Image Generator (UFig) (Bergé et al.210

2013) run on the Blind Cosmology Challenge simulation (BCC,211

Busha et al. 2013) and released for DES Y1 as UFig-BCC.212

UFig-BCC covers an area of 1750 deg2 and includes images which213

are calibrated to match the DES Y1 instrumental effects, galaxy214

distribution and survey characteristics. Briefly, an input catalogue215

of galaxies is generated based on the results of anN-body simulation216

with an algorithm to reproduce the observed luminosity and colour-217

density relations.218

3 PRE-FITTING PIPELINE219

In this section we describe first the sample selection we apply to220

the DES Y1A1 COADD OBJECTS, discussing the cuts applied and221

the initial distributions. Then we describe the process which pre-222

pares the data to be fitted both with parametric and non-parametric223

approach.224

3.1 Sample Selection225

For this work we use a tile-by-tile approach, independently for each226

filter: every step from the sample selection itself to the fitting process227

is performed separately in each tile and band, with the exception228

of an overall i-band magnitude cut and fiducial star-galaxy separa-229

tion. We organise the Y1A1 GOLD catalogue into sub-catalogues to230

include the objects in each co-add tile and match themwith the rele-231

vant DESDM SExtractor catalogues, extracted from that tile. We232

apply cuts to specific flags in the catalogues and to the parameters233

we use as priors for the fits in order to remove the most probable234

point-like sources, whilst avoiding removing galaxies. In addition235

we remove a small amount of the survey area in order to work with236

objects whose SExtractor detection and images are reliable and237

well-suited for the fitting process. An object is selected if it fulfils238

the following requirements:239

• FLAGS_X = 0;240

• GOLD_MAG_AUTO_I ≤ 23;241

• FLUX_RADIUS_X > 0;242

• KRON_RADIUS_X > 0;243

SELECTION TYPE SELECTION CUT

Gold match IN_GOLD = True

Image flags FLAGS_x = 0

S/G CLASS_STAR_i ≤ 0.9

Magnitude MAG_AUTO_i ≤ 23

Size (I) FLUX_RADIUS > 0 px

Size (II) KRON_RADIUS > 0 px

Regions FLAGS_BADREGION = 0

Table 1. Summary of the cuts applied to the overlapping sample between the
catalogue provided by the DESDM pipeline and the Y1A1 GOLD catalogue.
The selected objects must satisfy the requirements described in section 3.1.
x identifies the filter (x = g, r, i).

• CLASS_STAR_I < 0.9;244

• FLAGS_BADREGION = 0,245

where X = g, r, i, z,Y . The cut in FLAGS removes objects that are ei-246

ther saturated, truncated or have been de-blended.We apply the cuts247

using the i band as our reference band; indeed the seeing FWHM248

in this filter is on average the smallest of the five bands. In using249

the CLASS_STAR classifier at this stage we perform a conservative250

star-galaxy discrimination (S/G), so that we attempt a fit for any251

object which could be a galaxy. During the validation analysis we252

will remove further objects, applying a stricter classifier, named253

MODEST. We refer to section 4.2.1 for its definition and more details254

about its impact on this work. By GOLD_MAG_AUTO we refer to the255

SExtractor quantity MAG_AUTO, corrected by photometric calibra-256

tion through SLR as provided by the Y1A1 GOLD catalogue (Drlica-257

Wagner et al. 2017). In the following sections we will simply use the258

original uncalibrated SExtractor MAG_AUTO. FLAGS_BADREGION259

is a flag from the Y1A1 GOLD catalogue tracing the objects that lie260

in problematic areas, which are close to high-density stellar regions261

and/or present ghosts and glints. The sample selection cuts described262

above are summarised in Table 1; the distributions of the variables263

considered during these initial cuts, comparing the selected sample264

with the entire dataset (in grey), are shown in Fig. 1.265

3.2 Data processing266

The co-add data used in this work are processed in a dedicated267

pre-fitting pipeline, called Selection And Neighbours Detection268

(SAND), which has been developed in order to prepare the postage269

stamps to be fit, their ancillary files in the formats required by Gal-270

fit and ZEST+ and perform essential book-keeping operations. The271

pipeline performs three steps: sample selection (as described in sec-272

tion 3.1), stamp cutting and identification of neighbouring sources.273

It is important to note that the objects excluded by our initial sample274

selection (section 3.1) are still fit as neighbouring objects where275

appropriate. For this reason dedicated flags are assigned to each276

object in the sample, in order to trace their CLASS_STAR classifi-277

cation and possible anomalies in their photometric and structural278

properties. Collectively, we refer to these flags as STATUS_FLAGS,279

and document the components and possible values in Appendix B.280

For each selected object, an image postage stamp is created,281

MNRAS 000, 1–24 (2016)
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Figure 1.Distributions of the variables involved in the sample selection in the i band. From upper left to bottom right: MAG_AUTO, CLASS_STAR, FLUX_RADIUS
and KRON_RADIUS. The cuts applied to each variable are described in more detail in section 3.1 and summarised in Table 1. In each panel the grey histogram
refers to the whole dataset, while the coloured one represents the distribution in that variable for the selected sample.

initially with half-width equal to 3 times its Kron radius2. Using the282

relevant segmentation map, the algorithm calculates the percentage283

of pixels that are not associated with sources (i.e. are background284

pixels) and approves the stamp if the sky fraction is at least 60%.285

Otherwise, the image stamp is rejected and is enlarged in size in286

integer multiples of Kron radius until this requirement is satisfied.287

The last step of the pre-fitting routine is dedicated to the iden-288

tification and cataloguing of neighbours: using the postage seg-289

mentation maps it locates the neighbouring objects and, with the290

above mentioned STATUS_FLAGS, identifies nearby potential stars291

and/or galaxies with unreliable SExtractor detection. With this292

last expression we refer to the objects which have unphysical SEx-293

tractor parameters (negative sizes, magnitude set to standard error294

values) and/or are flagged as truncated or saturated objects. In ad-295

dition to their coordinates and SExtractor properties, the routine296

catalogues the relative SExtractor magnitude and the presence297

of overlapping Kron-like isophotes between the central galaxy and298

its neighbours: these cases are then classified with two dedicated299

flags, called ELLIPSE_FLAGS and MAX_OVERLAP_PERC, which are300

2 i.e. SExtractor KRON_RADIUS × A_IMAGE.

fully described in Appendix B3. This information is now easily301

accessible during the parametric fitting routine and helps to make302

decisions on the models to be used to simultaneously fit the objects303

lying in each stamp (see section 4.1); indeed, they are crucial also304

to the non-parametric approach, since they communicate to ZEST+305

all the necessary information to clean the neighbours in the stamps306

and prepare them for the measuring routine which is described in307

section 5.1.308

4 PARAMETRIC FITS309

4.1 Galfit Setup310

Image cutouts and PSFmodels appropriate to each individual object
are provided to Galfit, which is used to find the best-fitting Sérsic
models. As reported in (Peng et al. 2002, 2010), the adopted Sérsic
function has the following form:

Σ(r) = Σe exp
{ [
− k

( r
Re

) 1
n
− 1

]}
, (1)

3 By Kron-like isophote we refer to the Kron ellipse enlarged by a factor of
1.5.

MNRAS 000, 1–24 (2016)
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where Σe is the pixel magnitude at the half-light radius Re . The
Sérsic index n quantifies the profile concentration: if n is large, we
have a steep inner profile with a highly extended outer wing; in-
versely, when n is small, the inner profile is shallow and presents
a steep truncation at large radii. In the case of n = 1 we have an
exponential light profile. Galfit produces measurements for the
free parameters of the Sérsic function: central position, integrated
magnitude (mtot ), effective radius (Re) measured along the major
axis, Sérsic index (n), axis ratio (q) and position angle (PA). The
integrated magnitude is determined through its definition as a func-
tion of the flux (Ftot ) integrated out to r = ∞ for the Sérsic profile:

mtot = −2.5 log
( Ftot

texp

)
+ mag_zpt, (2)

where texp is the exposure time and mag_zpt is the zero-point311

magnitude, both indicated in the image header.312

Apart from the central position, which is allowed to vary by313

only ±1 pixel by a Galfit constraints file, all the parameters are left314

free without constraints: for those, initial guesses are taken from315

the SExtractor DESDM catalogues (the exception being Sérsic316

index, which is always started at n = 2.). Thanks to the large back-317

ground area available in each stamp (pre-validated with the SAND318

algorithm), Galfit is left free to estimate the background level4.319

The information provided by the SAND routine is adopted in order320

to optimise the simultaneous fitting procedure of the central galaxy321

and its neighbours. Using the ELLIPSE_FLAGS (introduced in sec-322

tion 3.2) it is easy to identify most of the neighbours, including faint323

companions, nearby stars, close objects with overlapping isophotes324

and neighbours with unreliable priors due to unphysical SExtrac-325

tor measurements.326

Companion objects three magnitudes fainter than the main galaxy327

are not fit. In the presence of overlapping isophotes, the relevant328

neighbouring object is fit simultaneously with the target galaxy329

(even in the cases where it is centred outside the stamp). However,330

if the overlapping region is 50% or larger than the area within the331

Kron-like ellipse occupied by the central galaxy, then although a332

fit is attempted, it is not considered for the analysis discussed in333

this paper. Given k1 and k2 as the effective Kron Radii of the cen-334

tral galaxy and its neighbour respectively, they are used to define335

the isophotes of those objects, intended as enlarged Kron-like el-336

lipses. If the isophotes are not overlapping, but separated by less337

than the maximum between k1 and k2, then the neighbour is fit338

simultaneously. Otherwise it is masked. If the neighbour is a star339

(CLASS_STAR ≥ 0.9), it is simultaneously fit with a PSF model.340

Finally, if the stamp contains one or more neighbours whose ini-341

tial guesses from SExtractor contain errors (for example negative342

magnitudes and radii), no fit is attempted. We adopt a Single Sérsic343

model with all its parameters free for neighbours also.344

4.2 Fitting Completeness345

Galfit uses a non-linear least-squares algorithm which iterates χ2
minimization in order to find the best solution given a large parame-
ter space. However evenwhen the algorithmoutputs a solution, there
could be cases where the estimation of one or more parameters is
affected by numerical convergence issues, which makes the solu-
tion itself an unreliable and non-unique result. These cases include

4 During initial tests on the fitting routine we randomly selected a sub-
sample of objects to be fitted with the background fixed to zero. The outcome
of this test was that this choice does not change significantly the results.

correlated parameters, local minima andmathematically degenerate
solutions (Peng et al. 2010, Section 6). Galfit labels the affected
parameters enclosing them in between stars (∗∗). In such cases we
classify the fit as non-converged and do not trust the set of structural
parameters it provides.
We determine the fraction of converged and non-converged fits and
investigate their properties and location in the DES field.We present
our analysis for all filters taking the i band as reference to discuss the
fitting properties and possible causes of failure and incompleteness.
text
We evaluate the fitting completeness by calculating the percentage
of converged fits in differential bins of 0.2 magnitude. The com-
pleteness (C) is calculated by normalising the number of converged
fits in each magnitude bin (N (c|mag)) to the number of objects
which passed the sample selection (described in section 3.1) in that
bin, as expressed in the following definition:

C|mag =
N (c|mag)

N (c|mag) + N (nc|mag) + N ( f |mag)
, (3)

where N (nc |mag) and N ( f |mag) refer to the fractions of non-346

converged and failed fits in each magnitude bin, respectively. We347

also derive the percentage of converged fits calculated within limit-348

ing magnitudes.349

text350

The results of this analysis are shown in Fig. 2. In the upper left351

inset (Panel A) the solid lines represent the fitting completeness in352

magnitude bins and the dashed lines the magnitude limited com-353

pleteness. They are colour-coded by filter: green and orange lines354

refer to g and r band, respectively; brown and black to the i band.355

We start our discussion from the latter.356

The dashed black line shows the completeness determined for a sam-357

ple with a conservative star-galaxy (S/G) cut (CLASS_STAR > 0.9):358

the trend shows that ∼ 90% of the fits are successful at magnitude359

∼ 17, after which this value starts to decline and reaches ∼ 80% at360

magnitude ∼ 21. The completeness decreases more rapidly towards361

fainter magnitudes.362

The brown line shows the completeness after applying a star-galaxy363

cut based on the SPREAD_MODEL parameter. In this way a complete-364

ness of ∼ 85% is reached at magnitude 21.5. More details about the365

star-galaxy classifier and the analysis are described in the next para-366

graph. We match the information given by in the first panel with the367

map in Panel B: each point represents a DES tile and is colour-coded368

by the percentage of converged fits in that tile. The grey region, with369

100 < ra < 60 and −70 < dec < −58, has been excluded from370

the sample selection because in the GOLD catalogue it is flagged due371

to its vicinity to the Large Magellanic Cloud (LMC). We observe372

that the regions with a higher percentage of non-converged fits are373

located at the East and West borders of the footprint, towards the374

Galactic plane. These regions are characterized by high stellar den-375

sity, as shown in Pieres et al. 2017. One possibility is that many376

of the unconverged fits at relatively bright magnitudes are stellar377

contaminants and so there is a poorer completeness where the stel-378

lar spatial frequency is higher. Another scenario could be that the379

edges of the footprints were observed under poorer conditions, for380

instance with poorer seeing.381

We now investigate the correlations between our fitting complete-382

ness and maps of survey characteristics (as introduced in Drlica-383

Wagner et al. 2017), and discuss the likely causes of failures, en-384

compassing stellar contamination, the effect of PSF width, poor385

signal-to-noise and the effects of neighbouring sources.386
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Figure 2. Panel A: fitting completeness in g, r and i bands (green, orange and brown lines, respectively), following star-galaxy separation using the MODEST
classifier (see Section 4.2.1). The completeness, defined in eq. 3, is expressed in terms of the percentage of converged fits calculated in bins of 0.2 magnitude.
Solid lines show the completeness in differential magnitude bins, while the dashed lines show results for magnitude-limited samples. The dashed black line
shows the trend for the i band when using only a conservative S/G cut (CLASS_STAR > 0.9). Using the MODEST classifier we find that the completeness is
90% up to magnitude 21. Panels B, C, D: maps of the percentage of converged fits in g, r and i band in each tile (at mag_auto_i < 23). The grey region is
entirely flagged as unsuited for extra-galactic work due to its vicinity to the Large Magellanic Cloud (LMC). The regions with lower density of converged fits
are found towards the Galactic Plane and close to the LMC. In the g band the percentage of converged fits is poorer, as expected, due to an overall broader PSF.

4.2.1 Stellar contamination387

We used the neural network star-galaxy (S/G) classifier, included388

as part of SExtractor, for a conservative initial criterion of star-389

galaxy separation. We apply the cut CLASS_STAR < 0.9, in order390

to remove only the most obvious stars, and to allow a user to per-391

form their own S/G separation. Point sources will most likely fail to392

achieve a converged solution in Galfit and we therefore expect that393

a substantial fraction of the incompleteness at bright magnitudes394

seen in the black dotted line in Fig. 2 (panel A) is due to contami-395

nation by stellar sources. This expectation is supported by the fact396

that the regions with the lowest percentage of converged fits (Fig. 2,397

panels B-D) are located in regions of known high stellar density.398

Further, in the upper panel of Fig. 3 it can be seen that the converged399

fraction at i < 21.5 depends strongly on the stellar density for the400

CLASS_STAR S/G separation.401

InDrlica-Wagner et al. (2017) it is shown that a simple cut in the
SExtractor parameters SPREAD_MODEL and SPREADERR_MODEL

can achieve a galaxy completeness of ≥ 98%, with ≤ 3% stellar
contamination at i < 22. This cut is known as MODEST classifier.
SPREAD_MODEL is a morphological quantity which compares the
source to both the local PSF and a PSF-convolved exponentialmodel
(Desai et al. 2012; Soumagnac et al. 2015). In order to optimise the
separation of point-like and spatially extended sources, we use the
i band as the reference band for object classification due to the

depth and superior PSF in this filter. The separation is defined via
a linear combination of the SPREAD_MODEL and its uncertainty, the
SPREADERR_MODEL:

SPREAD_MODEL + n × SPREADERR_MODEL > thr, (4)

where the coefficients n = 1.67 and trh = 0.005 are chosen as the402

optimal compromise between the completeness and purity of the403

galaxy sample. With the MODEST classifier we recover more than404

∼ 90% converged fits at magnitude 20 and ∼ 85% at magnitude405

21.5.406

We apply this additional S/G classification henceforth, and show407

the converged fraction of galaxies under this additional classifica-408

tion by the coloured lines in Fig. 2 and the black points in Fig. 3.409

The dependence of converged fraction on stellar density is vastly410

reduced with the SPREAD_MODEL classifier (though still present)411

with a threefold increase in stellar density, from 0.5 to 1.5 stars per412

sq. arcmin, causing just a 7% point drop in converged fraction. This413

decrease is almost entirely explained by the expected contamination414

rate of 3%.415

4.2.2 PSF width416

Obtaining deconvolved light profiles of galaxies with observed sizes
close to the size of the PSF requires very accurate knowledge of the
PSF. Errors in the PSF model can easily result in attempted fits

MNRAS 000, 1–24 (2016)
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Figure 3. Dependence of fitting completeness at i < 21.5 on spatially-dependent survey characteristics, stellar density, PSF FWHM and i-band image depth
(top, middle and bottom panels respectively). Grey histograms show the relative distributions of the characteristics in terms of survey area. The results for the
galaxy sample are shown, following two star-galaxy classifiers: SExtractor CLASS_STAR (red points) and an additional criterion based on SPREAD_MODEL
(black points, see text). Uncertainties are derived by bootstrap resampling. After the improved S/G separation, the fitting completeness is only weakly dependent
on survey characteristics, and a high completeness (> 80%) can be maintained with only minimal loss of area. The results at i < 22 are very similar in terms
of the correlations with survey characteristics, but with overall lower converged fraction.

not converging, or in biased parameters (see section 4.4). Here, we
assess the fitting incompleteness due to the varyingPSFwidth across
the DES survey area. We calculate the completeness for different
sub-populations of the sample, identified with certain values of the
ratio between the galaxy size estimated by Sextractor and the PSF

size; we indicate this parameter with ξ, defined as follows:

ξ =
FLUX_RADIUS

PSF_radius
, (5)

where we calculate the size of the PSF as the radius of the circular417

aperture enclosing half of the flux of the PSF itself. The left panel in418

Fig. 4 shows the completeness calculated in bins of 1 magnitude for419

five different populations: ξ ≤ 0.75, 0.75 < ξ ≤ 1, 1 < ξ ≤ 1.25,420
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Figure 4. Left panel: fitting completeness calculated in differential bins of magnitude. The sample is divided into sub-populations, according to different
ranges of the parameter ξ = FLUX_RADIUS/PSF_radius, as reported on the y-axis. Each population is represented by a bar, colour-coded by the percentage
of converged fits in each magnitude bin. The figure shows that failed fits are more frequent for the objects with size smaller than the PSF or comparable with it.
A critical drop occurs for the population with ξ < 1.25. Right panel: map of the percentage of converged fits per tile with ξ > 1.25. In comparison with the
i band map in Fig. 2, it is clear that by applying this cut the overall percentage of successful fits increases dramatically, from ∼ 40% to > 70% at the borders
and up to ∼ 90% in the central areas.

1.25 < ξ ≤ 1.5 and ξ ≥ 1.5. Values of ξ < 1 are unphysical, in-421

dicating either noisy photometry, image artefacts or inaccuracies in422

the PSF model. Each population is represented with a bar coloured423

by the percentage of converged fits, normalised by the total number424

of selected objects in each magnitude bin. As expected, we observe425

lower percentages of converged fits for the objects whose size is426

comparable to the size of the PSF used by Galfit to deconvolve427

their images. Nevertheless, in the range 1 < ξ ≤ 1.25 the complete-428

ness is only around 10% lower than at larger sizes. The right panel429

in Fig. 4 maps the completeness per tile, excluding the galaxy sam-430

ple whose size is comparable or smaller than the PSF (ξ < 1.25).431

Compared with the i band map in Fig. 2, it shows that by applying432

the cut in ξ the fitting completeness increases dramatically both at433

the borders (up to > 70%) and in the central areas (up to ∼ 90%),434

and the discrepancy between these two regions is reduced.435

In Fig. 3, centre panel, we show the dependence of fitting complete-436

ness against PSF FWHM (i < 21.5). For the SPREAD_MODEL S/G437

classifier we see that the completeness at i < 21.5 only drops below438

80% in the extended tail of the distribution of PSF FWHM (grey439

histogram).440

4.2.3 Image depth441

There is a clear and expected dependence of the percentage of442

converged fits on magnitude in both Fig. 2 and Fig. 4. Although443

stars are less easily excluded at faint magnitudes and the sizes of444

galaxies are smaller, much of this dependence is likely to be due445

simply to the difficulty of Galfit finding a stable minimum in the446

χ2 space at low S/N. In the lower panel of Fig. 3 we show how447

the fitting success rate for i < 21.5 galaxies depends on image448

depth, and hence object S/N. As expected, the completeness falls in449

shallower regions of the footprint, but the decline is not dramatic450

for this bright subset and, once again, a high success rate can be451

maintained by removing only regions corresponding to the tails of452

the distribution.453

4.2.4 Impact of neighbouring sources454

Finally, we assess the impact of neighbouring sources on the fitting455

success rate. We reduce the complexity of possible arrangements456

of neighbours to two metric values: the amount of overlapping457

area5 between a galaxy and its neighbours, and the difference in458

magnitude between the galaxy and its most overlapping neighbour459

((MAG_AUTO_|C)−(MAG_AUTO_|MON)). The dependence of the con-460

verged percentage as a function of these two quantities is shown in461

Fig. 5, in four intervals of S/N for the target object. Each line in462

the figure is normalized by the population of objects with attempted463

fits within the same delta-magnitude range. We observe that even at464

low S/N the fitting success rate is high if all the neighbours present465

are sufficiently faint. However, in the range 0 < S/N < 25 the com-466

pleteness is a steep function of the magnitude difference between467

target galaxy and its neighbour. At high S/N neither the degree of468

overlap nor the relative magnitude of a neighbour are important.469

Note that, our initial selection removes objects that SExtractor470

determined to have been blended.471

4.2.5 Multi-wavelength completeness472

As shown by the green and red curves in Panel A in Fig. 2, we can473

recover a relatively high percentage of converged fits for objects474

brighter than magnitude 21.5 for the g and r filters also. We no-475

tice that the g and r bands show a drop in the brightest magnitude476

range (GOLD_MAG_AUTO_i ≤ 15.5). Upon inspection we find that477

the objects responsible are compact objects with size comparable478

to the PSF and with a MODEST classification which is close to the479

threshold of 0.005 in the i-band. In Panels C and D we can see the480

spatial completeness for the r and g band, respectively. In both cases481

we reconfirm what we observed for the i band: a poor fitting com-482

pleteness at the borders of the field, where stellar density is high, as483

discussed in the previous sub-sections. The g band PSF is typically484

5 By area, we mean the SExtractor-derived Kron ellipse enlarged by a
factor of 1.5
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Figure 5. Fitting completeness as a function of the magnitude difference between the target galaxy and its closest neighbour. The relation is shown for different
percentages of overlap between the two fitted objects, as reported in the legend. Each line is normalized by the population of objects with attempted fits within
the same range in magnitude difference. The analysis is repeated in four signal-to-noise intervals. We observe that the fitting completeness decreases when the
closest neighbour is much brighter than the central galaxy, with stronger effects in low signal-to-noise regimes. This effect becomes negligible with increasing
signal-to-noise.

broader then the r and the i bands, and the images shallower, which485

are reflected in an overall poorer recovery of converged fits.486

4.3 Validation487

We now turn to assessing the accuracy of the parameters recovered488

from those objects that were successfully fit with Galfit, begin-489

ning with simple magnitude and size diagnostics of the population.490

We then investigate whether there are systematic errors from which491

Galfit suffers in recovering the structural parameters of the galax-492

ies, depending on their magnitude, size, concentration and shape.493

We investigate this aspect through image simulations (section 2.2)494

and present the relative calibrations in the next subsection.495

For this discussion we show the tests performed on the i band,496

which represents our fiducial filter, starting with a comparison of the497

total Sérsic magnitude with MAG_AUTO computed by SExtractor.498

In Fig. 6 we show this comparison for 30,000 randomly-selected499

objects from the full catalogue. We recover the expected behaviour:500

objects with Sérsic index ∼ 1 have magnitudes consistent with501

MAG_AUTO, while the Sérsic magnitude is brighter at higher n.502

MAG_AUTO is known to be biased faint for high-Sérsic n objects,503

losing as much as 50% of the flux in extreme cases (Graham &504

Driver 2005).505

The solid black lines in Fig. 6 delimit the 3σ outliers in magni-506

tude difference, following an iterative 3-sigma-clipping procedure507

to find the mean relation and spread (given by the parameters, µ508

and σ in the figure). The mean relation (red dashed line) is essen-509

tially flat in magnitude, suggesting that typically the background510

computed during catalogue extraction and that estimated by Galfit511

are consistent. At faint magnitudes, however, there is a population512

of outliers with magnitude differences that cannot be explained513

by simple photometric errors, and that also exhibit very high Sér-514

sic indices. We deem these unreliable fits, possibly caused by an515

unidentified elevated background. Restricting the sample to objects516

with S/N > 30 removes these objects and entirely removes the517

group with spurious large radii.518

We then obtain the relation between magnitude and effective519

radius from the Sérsic profile fits as shown in Fig. 7. Points are520

colour coded by each object’s Sérsic index. Once again, the data521

match expectations and similar trends reported in the literature,522

with high Sérsic n objects forming a steep sequence and galaxies523

with exponential light profiles dominating at fainter magnitudes.524
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Figure 6. Difference between the input magnitude (MAG_AUTO) from SEx-
tractor and the output magnitude (MAG_SERSIC) recovered through Single
Sérsic fits. Results are shown as a function of inputmagnitude and are colour-
coded by Sérsic Index. The two solid black lines delimit the population lying
within 3 standard deviations from the mean magnitude difference relation,
indicated by the dashed red line. The mean and the spread of the relation,
printed in the lower right corner of the Figure, are obtained through a 3σ
clipping procedure. The banding in Sérsic index is expected (Graham &
Driver 2005) and the vast majority of outliers (which in total number 5% of
the sample) are of low S/N objects.

Figure 7. Relation between Sérsic magnitude and effective radius for the i
band results. Points are colour-coded by Sérsic Index. outliers are shown in
grey.

Grey points are sources labelled as outliers during the validation525

process.526

4.4 Calibrations527

In this section we illustrate how we calibrate our measurements. As528

explained in detail in Section 2.2, we processed and fit the UFig-529

BCC simulated data for DES Y1 in the same way we did for our real530

galaxy sample. Now we can compare the results from the fits with531

Figure 8.Discrepancies in recoveredSérsic parameters from runningGalfit
on the UFig-BCC image simulations, as a function of signal to noise (S/N).
From top to bottom the panels display the results for magnitude, half light
radius, Sérsic index and ellipticity. The dashed lines show the discrepancy in
bins of S/N, calculated before (black line) and after (coloured line) applying
calibration corrections (see section 4.4). The uncertainties depend to first
order on the signal to noise, and the scatter is clearly reduced by applying
the calibrations. In the calibration map, shown in figure 9, we investigate
how the parameters and their uncertainties correlate with each other.
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Figure 9. Calibration map for the parametric measurements in the i band, obtained from image simulations as described in Section 2.2. The calibrations are
determined in a 4D parameter space, where the correlation of size, magnitude, ellipticity and Sérsic Index between the simulated galaxy and the model is
studied. The information is provided using different marker shapes (circles, squares, pentagons, arrows) and colours, as follows. The calibrations are presented
in a size-magnitude plane, divided in different cells according to the shown sub-ranges in ellipticity and Sérsic Index. The components of the correction vectors
are the magnitude discrepancy ηmag and the size discrepancy ηsize , according to the definitions given in Equations 6 and 7. If these corrections are small
(ηmag < 0.1 ∧ ηsize < 10%) the length of the arrow is set to zero and the cell is identified by a symbol only. Points and arrows are coloured according to
the scatter in ellipticity (ε) and Sérsic Index (n); a scatter in ηε > 0.1 or ηn > 20% is expressed in orange and red, respectively, while the cells presenting a
large scatter in both parameters are coloured in brown. The symbol is empty if the Galfit recovered value is smaller than the model. Different shapes are used
referring to the total scatter (w) in the 4D parameter space of the model parameters, defined in Equation 9; the symbol is a pentagon if w > 1.5 and a square if
w > 1, otherwise it is a circle. These symbols and their meaning are summarised in the legend in Fig. 10

the true morphological parameters used to generate the UFig-BCC532

images. We then calculate the discrepancies between the measured533

and true parameters and derive appropriate corrections. We show534

the size of these corrections via a set of calibration maps. Symbols535

and conventions used in these maps are summarised in the legend536

in Fig. 10.537

4.4.1 Derivation of the corrections538

Wederive corrections in a 4-dimensional parameter space, including
size, magnitude, Sérsic Index and ellipticity. The ensemble of values
assumed by each parameter constitutes a vector in the parameter
space. We sample each vector with a list of nodes: the magnitude
(mag) in the range [14.5,23.5] in steps of 1 magnitude, the size
(r) in the interval [0.5,16.5] px in steps of 2 px, the Sérsic Index

(n) in the set [0.2, 2, 4, 10] and the ellipticity (ε) in the intervals
[0, 0.3, 0.6, 1]. The realization of each combination of these nodes
forms an hypervolume which we’ll refer to as a cell. In each cell
falls a certain number of simulated objects with similar structural
properties and the corresponding fitting results: so each parameter is
represented by a distribution of simulated values and a distribution
of measurements. Each distribution in turn has a median value
(mi ) and a standard deviation (σi ), where i = mag, r, n, ε , which
represent the central value and the dispersion of the population,
respectively. To summarise, in each cell the i-th parameter can be
expressed as:

î = µ̂i ± σ̂i (6)

for the model and as:

i = µi ± σi, (7)
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Figure 10. Legend for Fig 9 and the calibration maps in Appendix A. It summarises symbols and conventions used in the calibration maps. In the case of the
calibration of non-parametric fits, the Sérsic index is replaced with the Concentration parameter.

for the fit, where i(î) = mag, r, n, ε . For all the objects falling in a
given cell we calculate the correction (ηi ) in each parameter as the
discrepancy between the central values of the distributions:

ηi = µ̂i − µi . (8)

We further define a quantity, w, which represents the dispersion of
the cell in the 4D parameter space, derived as the quadratic sum of
the variances of themodel parameters which determine the diagonal
of the covariance matrix of the parameter space. It is defined as
follows:

w =

√√∑
i

σ̂i
2

m̂i
2 , (9)

where i = mag, r, n, ε and σ̂i
2 and m̂i are the variance and median539

values of the model distributions, respectively. For cells with larger540

dispersion, we expect the correction vector to be less accurate for a541

given randomly chosen object.542

4.4.2 Calibration maps543

In the validation routine we observed that ∼ 99% of converged fits544

are well recovered in magnitude (ηmag of the order of 0.001), and545

that cutting objects with S/N < 30 we remove the clear outliers546

in size and magnitude. In Figure 8 we show the discrepancies ηi547

between the intrinsic values and the parametric measurements as a548

function of signal to noise formagnitude, half-light radius, ellipticity549

and Sérsic index. The discrepancies relative to size and Sérsic index550

are shown in logarithmic space to facilitate visualization. In each551

panel the dashed lines show the discrepancies in bins of signal to552

noise. We use the uncalibrated sample to calculate the black line,553

and the same sample after applying the calibrations for the coloured554

one. It is clear that the uncertainties on the structural parameters555

increase in low signal to noise regimes, as one might anticipate,556

and the scatter clearly reduces when applying the corrections. We557

observe that Galfit tends to recover larger sizes and ellipticities,558

so we pay particular attention to the corrections required for these559

properties within the multidimensional parameter space.560

Figure 9 represents a map of the calibrations that we apply to561

our measurements, derived from our state-of-the-art image simula-562

tions. In using this multidimensional calibration map we are able563

to account for the correlations between parameters and ensure the564

corrections are appropriate for a true galaxy sample. The arrows565

represent the strength of the vector corrections, expressed as the566

distance between the central values of the size and magnitude dis-567

tributions of the model sample and the relative measured dataset in568

each cell. The components of the correction vectors are the magni-569

tude discrepancy ηmag on the x axis and the size discrepancy ηsize570

on the y axis, according to the definitions given in Equations 6 and 7.571

If these corrections are small (ηmag < 0.1 ∧ ηsize < 10%) the572

length of the arrow is set to zero and only a circle is shown. Apart573

from the grey circles, which indicate areas with poor statistics, dif-574

ferent colours are used to give an indication of the correction applied575

to ellipticity and Sérsic Index. If ηε > 0.1 or ηn > 20%, the symbol576

is coloured in orange and red, respectively. If the correction is large577

in both cases, then it is coloured in brown. The symbol is empty if578

the Galfit recovered value is smaller than the model. The symbols579

are shaped according to the total scatter (w) in the 4D parameter580

space of the model parameters, defined in Equation 9; we use a581

pentagon if w > 1.5 and a square if w > 1, otherwise the symbol582

is a circle. Figure 9 reports the vector corrections for the i band;583

corrections for the g and r filters are shown in the Appendix A.584

We observe that the strength of the corrections and their po-585

sitions are compatible with the findings we discussed previously in586

the validation section. In that section we noted that in any range587

of shape and Sérsic index the uncalibrated measurements of the588

sub-populations of galaxies at the faintest magnitude range present589

overestimated half light radii and Sérsic Indices. In the calibration590

map they are assigned with larger vector corrections in size, which591

calibrate the measurements towards smaller values. If the correction592
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in size is small, then we observe that a calibration in Sérsic Index593

is applied, where the recovered value was larger than the model594

parameter. The same observations are valid also for the other two595

filters (shown in Appendix A). The fact that the measurements and596

their associated corrections are similar across photometric bands in-597

dicates that our final set of calibrated results are robust to the survey598

characteristics, such as overall PSF size and noise level, that vary599

between bands. Furthermore, the vast majority of cells across all600

three calibration maps show little corrections, suggesting that our601

converged fits are in general reliable and represent the light profiles602

well.603

5 NON PARAMETRIC FITS604

5.1 ZEST+ Setup605

ZEST+ is a C++ software application which uses a non-parametric606

approach to quantify galaxy structure and perform morphological607

classification. It is based on the ZEST algorithm by Scarlata et al.608

2007a,b, which saw a first application in Cameron et al. 2010. Com-609

pared with its predecessor, ZEST+ has increased execution speed.610

The software architecture consists of two main modules: Prepro-611

cessing andCharacterization. The former performs image cleaning,612

main object centring and segmentation, the latter calculates struc-613

ture and substructure morphological coefficients.614

5.1.1 Preprocessing615

In this module the algorithm uses the stamps and the input catalogue
provided by the SAND routine. The input catalogue includes the
coordinates and the geometrical parameters of the target galaxy
and its neighbours in order to remove nearby objects, subtract the
background, determine the centre of the galaxy and measure its
Petrosian radius.
The Petrosian radius is defined as the location where the ratio of
flux intensity at that radius, I (R), to the mean intensity within the
radius, 〈I (< R)〉, reaches some value, denoted by η(R) (Petrosian
1976):

η =
I(R)
〈I(R)〉

. (10)

For this work the Petrosian radius corresponds to the location where616

η(R) = 0.2. The Petrosian ellipse associated with the object con-617

tains the pixels which are used in the Characterization module to618

calculate the morphological coefficients of the central galaxy.619

5.1.2 Characterization620

The measurements provided by ZEST+ are galaxy concentration
(C), asymmetry (A), clumpiness or smoothness (S) and Gini (G)
and M20 coefficients. This set of parameters, which we refer to as
to the CASGM system, quantifies the galaxy light distribution and
is widely used in studies which correlate the galaxy structure to
other parameters, such as colour and peculiar features indicating
mergers or galaxy interactions (see for example Conselice et al.
2000, Conselice 2003, Lotz et al. 2004 and Zamojski et al. 2007);
other similar quantities have been recently introduced by Freeman
et al. (2013).

The concentration of light, first introduced in Bershady et al. 2000

and Conselice 2003, expresses how much light is in the centre of a
galaxy as opposed to its outer parts; it is defined as

C = 5 log
(

r80
r20

)
, (11)

where r80 and r20 are the elliptical radii enclosing, respectively, the
20% and 80% of the flux contained within the Petrosian ellipse of
the object. ZEST+ outputs three different values of concentration,
C, Cext and Ccirc . The first parameter is calculated using the total
flux measured within the Petrosian ellipse, the second using the
flux given as input by the user within the same ellipse and the third
one using the Petrosian flux within a circular aperture. For this
work we refer to C as the concentration.

The asymmetry is an indicator of what fraction of the light
in a galaxy is in non-asymmetric components. Introduced in
Schade et al. 1995 first, and then in Abraham et al. 1996 and
Conselice 1997 independently, asymmetry is determined by
rotating individual galaxy images by 180◦ about their centres
and self-subtracting these from the original galaxy images. This
procedure is applied after the Preprocessing module, where the
background is κσ−clipped and subtracted. The value of pixel (i, j)
in the subtracted image is calculated as:

∆I (i, j) = I (i, j) − I180(i, j) = I (i, j) − I (2ic − i, 2 jc − j), (12)

where I180 is the rotated image and (ic, jc ) are coordinates of the
centre of the galaxy.
To take into account the asymmetry of the background, ZEST+
follows the same method, as in Zamojski et al. 2007, working with
smoothed images of the galaxies and their rotated version. The
asymmetry of the original image is defined as

A0 =
1
2

∑
i, j |I (i, j) − I180(i, j) |∑

i, j |I (i, j) |
, (13)

where I (i, j) and I180(i, j) express the intensity of the flux at the
pixel (i,j) in the original and rotated image, respectively. Similarly
we define the asymmetry of the smoothed image:

A0,S =
1
2

∑
i, j |IS (i, j) − IS180(i, j) |∑

i, j |IS (i, j) |
. (14)

Assuming that the intrinsic asymmetry of the light does not change
in the smoothed version, we consider that the difference between
the two values of asymmetry is due to the background. Smoothing
reduces the standard deviation of the background by a factor

√
5

with respect to its un-smoothed version. The combination of A0
and A0,S then gives the final asymmetry value:

A = A0 −
A0 − A0,S

1 − 1/
√
5
, (15)

where the subtracted term corresponds to the background correc-
tion factor.

The clumpiness or smoothness parameter, introduced in Conselice
2003, describes the fraction of light which is contained in clumpy
distributions. Clumpy galaxies show a large amount of light at
high spatial frequencies, and smooth systems at low frequencies.
This parameter is therefore useful to catch patches in the galaxy
light which reveal star-forming regions and other fine structure.
ZEST+ calculates the clumpiness by subtracting a smoothed image,
IS (i, j), from the original, I (i, j), and then quantifying the residual
image, I∆(i, j). The smoothed image is obtained by convolving
the original image with a Gaussian filter of FWHM equal to 0.25
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times the Petrosian radius calculated during the Preprocessing
module. In I∆(i, j) the clumpy regions are quanitifed from the
pixels with intensity higher than k = 2.5 times the background
standard deviation in the residual image σ∆. These pixels are then
used to calculate the clumpiness of the galaxy:

S =

∑
i, j I∆(i, j)∑
i, j |I (i, j) |

I∆ (i, j )>kσ∆

. (16)

Similarly, the Gini coefficient quantifies how uniformly the flux of
an object is distributed among its pixels. A Gini coefficient G = 1
indicates that all the light is in one pixel, while G = 0 means that
every pixel has an equal share. To calculate Gini ZEST+ uses the
definition by Lotz et al. (2004, 2008a,b):

G =
1

În(n − 1)

n∑
n

(2i − n − 1) Îi, (17)

where Î is the mean flux of the galaxy pixels.

The M20 coefficient is similar to the concentration C in that
its value indicates the degree to which light is concentrated in
an image; however a high light concentration (denoted by a very
negative value of M20) doesn’t imply a central light concentration.
For this reason it is useful in describing the spatial distribution of
bright substructures within the galaxy, such as spiral arms, bars or
bright nuclei. The computation of this parameter requires first that
the pixels within the Petrosian ellipse of the galaxy are ordered by
flux; then the 20% brightest pixels are selected and for each pixel i
the second-order moments are calculated:

Ei = Ii [(xi − xc )2 + (yi − yc )2], (18)

where Ii is the flux in the i − th pixel, (xi, yi ) the coordinates of
the pixel and (xc, yc ) the coordinates of the centre of the Petrosian
ellipse. The sum of these moments is E =

∑N20
i

Ei , where N20 is
the multiplicity of the 20% brightest selected pixels. Given Etot as
the sum of the second order moments of all the pixels in the ellipse,
we finally calculate M20 as:

M20 = Log
E

Etot
. (19)

5.2 Completeness621

The measurements of Gini, M20, Concentration, Asymmetry and622

Clumpiness are matched with diagnostic flags which inform the623

user whether errors occurred during the cleaning step of the process624

or in the calculation of the coefficients. To be more precise, the625

flag Error (we label it in our catalogue as ERRORFLAG) indicates626

whether a problem occurred while processing an object: if it is627

non-zero, it traces an error encountered during the calculation628

of the structural parameters, and flags the measurements as629

not reliable. The contamination flag informs the user whether630

the cleaning process was unsuccessful due to the presence of631

a neighbour covering the centre of the galaxy; in this case the632

program outputs contamination f lag = −2. Therefore in this633

test we considered as converged fits the measurements with634

ERRORFLAG = 0 ∧ contamination f lag , −2. Then we define the635

fitting completeness as we did for the parametric fits, following636

Equation 3.637

638

The results for the g, r and i bands are shown in Figure 11.639

With the cut in ERRORFLAG and contamination flag we discard a640

Figure 11. Fitting completeness of non-parametric converged fits in the g,
r and i bands, expressed in terms of the percentage of converged fits in
bins of 0.2 magnitude, normalised on the total number of selected objects
in that magnitude bin. By converged fits we refer in this case to the objects
flagged by ZEST+ as fits without errors, either during the cleaning process
or the characterization routine, as described in more detail in Section 5.2.
Magnitude-limited completeness is represented by the dashed lines. We
obtain almost full recovery in the i and r filters up to i ∼ 21, losing only a
few saturated objects.

total of ∼ 10% of objects. We observe some fluctuations at the641

brightest end, where we find cases of large bright galaxies whose642

Petrosian ellipses were underestimated or cases with saturated643

objects, and at the faintest end, where it is more common to644

have higher noise contamination within the Petrosian ellipse. The645

overall number of successful fits is more than ∼ 90% in the i646

and r filters and ∼ 80% in the g band. The dashed lines show647

magnitude-limited, rather than differential, completeness.648

649

5.3 Validation650

By way of a simple internal validation, we show in Figure 12 the651

uncalibrated measurements from ZEST+ and the relationships be-652

tween them. In particular we focus on the Gini-M20 relation, stud-653

ied as a function of other morphological parameters: Concentration654

(C), Clumpiness (S), Asymmetry (A) and Ellipticity (ε). We ob-655

serve that even though the measurements are still un-calibrated, we656

can easily recover the expected trends with very few outliers. As657

an example consider the first panel, where the Gini-M20 relation is658

colour-coded by the Concentration. The objects with low M20 val-659

ues present high concentration of light; from the figure we observe660

that in the Gini-M20 plane these objects tend to have larger values661

of Gini, which means that the light is not uniformly distributed; if662

we now add the third parameter, we notice that the Concentration663

of these objects lies in its highest range: this explains that the light664

of these galaxies is very concentrated, and locates it at the centre665

of the galaxy. From panels c, b and d we also add the expected666

information that these objects are symmetric, lack clumpy regions667

and are mostly rounded. These observations are also confirmed by668

visual inspection of image stamps.669
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Figure 12. Gini-M20 relation shown as a function of Concentration C (panel A), Clumpiness S (panel B), Asymmetry A (panel C) and Ellipticity ε (panel D).
The expected trends for the relations and their gradients are recovered, as discussed in more detail in Section 5.3.

5.4 Calibrations and diagnostics of the corrected results670

In order to apply corrections to the non-parametric measurements,671

which are crucial in accounting for the impact of the PSF, we adopt672

the same approach used for the parametric fits: we consider the673

images from the UFig-BCC release for DES Y1 and treat them as674

if they were real data, as explained in detail in Section 2.2. We675

then derive calibration maps exactly as described in Section 4.4.1,676

determining the correction for each parameter of interest as the677

discrepancy between the central values of the model and the fitting678

results distributions in each cell. The equations 6, 7, 8 and 9 are679

valid also in this context, with the exception that the Sérsic Index,680

n, is now substituted by the Concentration of light, C.681

In order to derive correction vectors, we first compute ZEST+682

output parameters for the simulated galaxies before noise and PSF683

convolution are applied. We use Galfit to produce noise and PSF-684

free image stamps based on the UFig model parameters and run685

ZEST+ on them. In this way we construct the truth table of val-686

ues with which to derive calibration vectors. Figure 13 shows the687

correction map for the i band; the other two filters, g and r, are688

presented in Appendix A. Also for non-parametric fits we adopt the689

same convention of colours and shapes as in Figure 9. The length690

of the arrows is a visual representation of the strength of the vector691

correction: their x and y components are the discrepancies between692

the central values of the model distribution and the fitted dataset693

in each 4-dimensional cell, projected on the size-magnitude plane.694

When the correction is small (ηmag < 0.1 ∧ ηsize < 10%) a695

symbol in place of the arrow is shown. Apart from the grey circles,696

which indicate areas with poor statistics, the colour legend reflects697

the size of the calibration applied to ellipticity and Concentration.698

If the scatter in ellipticity or Concentration is large (ηε > 0.1 or699

ηC > 20%), then the symbol is coloured in orange or red, respec-700

tively. If this condition applies to both parameters simultaneously,701

it is coloured in brown. If the recovered value underestimates the702

model input, the symbol is empty. Different shapes are used ac-703

cording to the dispersion w of the 4-dimensional parameter space,704

calculated considering its covariance matrix, as expressed in Equa-705

tion 9. Symbols are pentagons when w > 1.5, squares if w > 1 and706

circles otherwise. We observe that the majority of red cells, where a707

larger correction in Concentration is required, have an empty sym-708

bol: this tells us that ZEST+ tends to recover underestimated values709

of concentration. This behaviour is entirely expected, due to the710

fact that ZEST+ cannot account the PSF in computing results. We711

demonstrate this aspect more explicitly in Figure 15, which shows712
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Figure 13. Calibration map for the non-parametric measurements in the i band, obtained through the simulation routine described in Section 5.4. The
calibrations are determined in a 4D parameter space, where the correlation of size, magnitude, ellipticity and Concentration between the measured values and
the model parameters is studied. The information in the map is displayed using different symbols and colours with the same Galfit adopted for the parametric
fits. They calibrations are presented in a size-magnitude plane, divided in different cells according to the shown sub-ranges in ellipticity and Concentration.
The components of the correction vectors are the magnitude discrepancy ηmag on the x axis and the size discrepancy ηsize on the y axis, according to the
definitions given in Equations 6 and 7. If these corrections are small (ηmag < 0.1 ∧ ηsize < 10%) the length of the arrow is set to zero and only a symbol
identifies them. If the scatter in ellipticity (ε) or Concentration (C) is large (ηε > 0.1 and ηC > 20%, respectively), then the symbol is coloured in orange or
red, respectively. If the calibration is large in both parameters, it is coloured in brown. The symbol is empty if the ZEST+ recovered value is smaller than the
model. Different shapes are used referring to the total scatter (w) in the 4D parameter space of the model parameters, defined in Equation 9; the symbol is a
pentagon if w > 1.5 and a square if w > 1, otherwise it is a circle.

the relation between the Sérsic Index and the Concentration before713

(black contours) and after (magenta) applying the corrections: the714

flattening effect we observe in the uncalibrated population of Con-715

centration values reflects exactly what we observe in the calibration716

map. It is then shifted towards more realistic values through the717

corrections. This test shows that using calibrated values from both718

parametric and non-parametric approaches to quantifying galaxy719

structure allows us to use the advantages of both methods and pro-720

vide a firmer grip on the characteristics of the galaxy population.721

We will exploit the strength of our dual-method, multi-band mor-722

phology catalogue in a series of future papers.723

6 SCIENCE-READY CUTS724

We finish by summarising the overall selection function of the725

galaxy sample and detail a set of simple cuts that could form the ba-726

sis of a sample for scientific analysis.We exclude from consideration727

objects that meet any one of the following criteria:728

• SExtractor FLAGS > 0729

• CLASS_STAR > 0.9730

• MAG_AUTO_I > 23731

• FLUX_RADIUS ≤ 0732

• KRON_RADIUS ≤ 0733

• FLAGS_BADREGION > 0734

• Objects with a neighbour that overlaps 50% or more of its735

expanded Kron ellipse. The relevant column in the catalogue for736

this criterion is MAX_OVERLAP_PERC.737
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Figure 14. Healpix map of the ratio between two galaxy samples. We apply
to the Y1A1 data the sample-selection cuts to obtain the first sample, and
then apply the science-ready cuts to it in order to get the second one. The
ratio gives the completeness per pixel of the science-ready sample.

Figure 15. Sérsic Index-Concentration relation before (grey) and after (ma-
genta) applying the calibrations. The flattening effect present in the un-
calibrated measurements is due to PSF effects which is solved via the cali-
brations.

• Objects that have unrecoverable errors in the SExtractor738

output of their neighbouring objects (if any).739

This initial sample comprises 45 million objects over 1800 square740

degrees that is 80% complete in Sérsic measurements up to magni-741

tude 21.5.742

To prepare a high completeness science-ready galaxy sample, we743

suggest the following initial cuts. Science problems requiring higher744

completeness and/or greater uniformity across the footprint will re-745

quire additional cuts, dependent on the goals. In some circumstances746

fainter galaxies could also be included in the sample.747

• MAG_AUTO_I ≤ 21.5748

• S/N > 30749

• SPREAD_MODEL + 1.67 × SPREADERR_MODEL > 0.005750

For the i-band catalogue, these cuts produce a sample of 12 million751

galaxies that is 90% complete in Sérsic measurements and 99%752

complete in non-parametric measurements.753

In Fig. 14 we show a ratio of two healpix maps realised with two754

samples.We first applied the cuts used for the sample selection, with755

an additional cut in MAG_AUTO < 21.5. We chose this threshold ac-756

cording to the analysis of the completeness discussed in Section 4.2.757

Then we select from this sample all the objects with pass the set758

of science-ready cuts we proposed above. The map shows the com-759

pleteness per pixel, which is overall uniform. It also guides the760

catalogue users to possibly select specific areas for future analyses.761

7 CONCLUSIONS762

We have presented the process of preparing, producing and assem-763

bling the largest structural and morphological galaxy catalogue to764

date, comprising 45million objects over 1800 square degrees, which765

are taken from the first year of the Dark Energy Survey observa-766

tions (DES Y1). We adopted both parametric and non-parametric767

approaches, usingGalfit andZEST+. In order to optimize their per-768

formance according to the characteristics of our sample, in particular769

in those cases where the galaxy we want to fit has one or more close770

neighbours, we developed a neighbour-classifier algorithm as part771

of a pre-fitting pipeline (Section 3.2) which automatically prepares772

the postage stamps and all the settings required to simultaneously773

fit the objects in the presence of overlapping isophotes. We stress774

the importance of this step because a precise treatment of the size775

of the stamps and the neighbouring objects allows the recovery of776

more accurate measurements.777

In Section 4.2 we presented the fitting completeness of the para-778

metric fits in the g, r and i filters as a function of object magnitude.779

Using a tile-by-tile analysis, we show that the highest percentages780

of non-converged fits are localised at the West and East borders of781

the footprint, where there is a high stellar density due to the vicinity782

of the Large Magellanic Cloud. After applying star-galaxy separa-783

tion based on a linear combination of the parameter SPREAD_MODEL784

and its uncertainty, we find that the fitting efficiency remains high785

(> 80%) up to magnitude < 22 for the i and r band, and magnitude786

< 21 for the g band. We also studied the subsequent fitting com-787

pleteness in relation to survey data characteristics that are expected788

to impact the performance of Galfit: stellar density, PSF FWHM789

and image depth. We conclude that at relatively bright magnitudes790

(i < 21.5) the completeness has a relatively weak dependence on791

these quantities, and high completeness can be maintained without792

much loss of survey area.793

In Section 4.3 we analysed the properties of the converged fits, iso-794

lating a small fraction (< 5%) of outliers in magnitude recovery, and795

a branch of objects with high Sérsic indices and large radii that we796

believe to be spurious. Removing low S/N galaxies efficiently cleans797

the sample of these populations. Following this basic validation, we798

calibrate the Sérsic measurements using state-of-the-art UFig im-799

age simulations, deriving correction vectors via the comparison of800

input model parameters and the resulting fits byGalfit. In Section 5801

we repeated the abovementioned diagnostics for the non-parametric802

fits, benefiting from the internal diagnostic flags provided by ZEST+803

itself in order to quantify the quality of the image and so the reliabil-804

ity of the measurements. For the non-parametric dataset we adopted805

the same method to derive the calibrations described in Section 2.2,806

finding that corrections are stronger for low signal to noise galaxies,807

similar to the parametric case. In particular, we highlight the cali-808

bration of galaxy concentration, which is adversely affected due to809
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fact that ZEST+ cannot account for the PSF.810

Finally, we summarised the selection function and a recommended811

set of cuts to form a basic science sample. Our catalogue represents812

a valuable instrument to explore the properties and the evolutionary813

paths of galaxies in the DES Y1 survey volume, which will be used814

in a series of forthcoming publications.815
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APPENDIX A: CALIBRATION MAPS FOR THE G AND R1011

FILTERS1012

In thisAppendixwe present the calibrationmaps for both parametric1013

and non-parametric measurements in the g and r bands. They were1014

obtained following the procedure described in Sections 2.2 and 5.41015

for parametric and non-parametric fits, respectively. The maps are1016

displayed following the same conventions adopted for visualising1017

the calibrationmaps in the i band. Thosemaps are shown inFigures 91018

and 13.1019
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Figure A1.Map of the corrections for Sérsic parameters in the g (upper panel) and r (lower panel) filters, obtained through the simulation routine described in
Section 2.2. Symbols and colours have the same meaning as Figure 9.
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Figure A2. Map of the corrections for ZEST+ output in the g (upper panel) and r (lower panel) filters, obtained through the simulation routine described in
Section 5.4. Symbols and colours have the same meaning as Figure 13.
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APPENDIX B: CATALOGMANUAL1020

A description of the columns of the catalogue follows, both for parametric and non-parametric fits. In order to distinguish between filters, the1021

parameters can be labelled with _X , where X = g, r, i.1022

B1 Identification columns1023

COADD_OBJECT_ID - Identifier assigned to each object in the co-add DES Y1 dataset, reported here from the Gold Catalogue.1024

TILENAME - Column reporting the name of the tile image where the object lies.1025

ID - Rows enumerator, running for 1 to the total number of entries in the catalogue.1026

RA - Right Ascension from the Y1A1 GOLD catalogue.1027

DEC - Declination from the Y1A1 GOLD catalogue.1028

1029

B2 SExtractor parameters for star-galaxy separation and signal-to-noise1030

SG - Linear combination of the star-galaxy classifier SPREAD_MODEL and its uncertainty, SPREADERR_MODEL, according to Equation 4.1031

A cut in SG>0.005 is recommended.1032

SN_X - Signal-to-noise expressed as the ratio between FLUX_AUTO_X and FLUXERR_AUTO_X.1033

B3 Columns for Parametric Fits1034

B3.1 Selection and pre-fitting classification flags1035

SELECTION_FLAGS_X - If equal to 1, then the relative object has been selected, according to the requirements described in Section 3.1.1036

It can assume other numerical values in the following cases:1037

• if the object passes the selection requirements, but is not included in the intersection between the DESDM catalogues and the Y1A11038

GOLD catalogue, then this flag is set to 2;1039

• if the object passes the selection requirements, but it is fainter then GOLD_MAG_AUTO_i = 23, then the flag is set to 3;1040

• if the object enters in the previous category, but it has no match with the Y1A1 GOLD catalogue, then the flag is set to 4.1041

If the object is not selected because it doesn’t pass any of the selection requirements, then the SELECTION_FLAGS_X and all the other flags1042

are set to zero.1043

The catalogue version made available to the users includes all the objects which have been selected at least in one of the three bands g,r,i.1044

space1045

C_FLAGS_X - Number of neighbours in the fitted stamp.1046

MAX_OVERLAP_PERC_X - Percentage of the central galaxy isophotes overlapping with the closest neighbour. If there are no neighbours1047

or no overlapping neighbours, then it is set to 0. A cut in MAX_OVERLAP_PERC_X < 50 is recommended.1048

B3.2 Parametric measurements (Galfit)1049

MAG_SERSIC_X - Galfit value for the magnitude of the galaxy. The value already includes the calibration listed in the column
MAG_CAL_X.
RE_SERSIC_X - Galfit measure of the half light radius (or Effective radius) of the galaxy. It is expressed in pixels and is already
calibrated. The correction is reported in the column RE_CAL_X.
N_SERSIC_X - Galfit output for the Sérsic Index. The measure is calibrated, and the can find the relative correction in the column
N_SERSIC_CAL_X.
ELLIPTICITY_SERSIC_X - Ellipticity of the galaxy, calculated by subtracting from unity the Galfit estimate for the axis-ratio. The
value is corrected and the calibration is accessible through the column ELLIPTICITY_SERSIC_CAL_X.
OUTLIERS_X - If equal to 1, it labels the objects classified as outliers in the catalogue validation process.
FIT_STATUS_X - If equal to 1, this flag selects all the objects with a successfully validated and calibrated converged fit.
Important note: by applying the recommended cut FIT_STATUS_X = 1, the user is able to collect the sample of validated and calibrated
objects in the X filter. This cut is equivalent to applying all together the cuts which are recommended in terms of sample selection, fitting
convergence, bad regions masking, exclusion of outliers and significantly overlapping objects, minimization of stellar contamination. A
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summarising scheme follows:

(FIT_STATUS_X=1) =




FLAGS_BADREGION=0

SG>0.005

SELECTION_FLAGS_X=1

FIT_AVAILABLE_X=1 ∧ WARNING_FLAGS_CENTRAL_X=0

MAX_OVERLAP_PERC_X<50

OUTLIERS_X=0

PARAMETER_CAL_X<99,

where the voice PARAMETER_CAL_X can be MAG_CAL_X etc. In absence of calibration the correction value is set to 99.1050

For a cleaner sample the user can associate the cut in FIT_STATUS_X to the condition SN_X>30.1051

B4 Columns for non-parametric coefficients (ZEST+)1052

SELECTION_NP_X - If equal to 1, the object is selected in the X filter, otherwise it is 0.1053

FIT_STATUS_NP_X - If equal to 1, this flag selects all the objects with successfully validated and calibrated measurements.1054

CONCENTRATION_X - ZEST+ measurement for the Concentration of light. See Equation 11 for its definition.1055

ASYMMETRY_X - ZEST+ value for the Asymmetry (see Equation 15).1056

CLUMPINESS_X - ZEST+ value for the Clumpiness (see Equation 16).1057

GINI_X - Measure of the Gini parameter, defined in Equation 17.1058

M20_X - Measure of the M20 parameter, for more details see Equation 19.1059

1060

This paper has been typeset from a TEX/LATEX file prepared by the author.1061
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